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ADSTRACT

The concept of learned index structures relies on the icea that the
input-output functionality of a database ind:x can be viewed as a
pradiction tack and, thus, implemented using a machine lecrning
model instead of traditional algocithmic techniques. This novel
angle for a decades-old problem has fispirad exciting results
the intersection of machine learning and data structures. However,
theadvantage of learned index structures, ic., the abilily to adjust
to the data at hand via the vnderlying ML-model, cas hecame 2
disadvantage from a security persoective as it could be exphited
Lix this wonk, we present the fies! study of data puisouing attacks
on learned index structures. Our soisaning approach is different
from all previous works since the model under attack is trained on a
curulative distribution function (CDF) and, thus, every mjection on
the training set has a cascading imoact on multiple data values. W
formulate the first poisening attacks oa lincar regresdon models
trained en a CDF, which is a basic building block of the proposed
learned index structures. We generalize our poascning techaiques
to attack the advanced two-stage design of learmed index strue-
tures called recursive model iadex (RMI), which his been shown to

ontperferm traditional R-Treee We svaluats onr attacks nunder 4
variety «f parameterizations of the model and show that the erroe
ol e RMI increases up o 3002 and the error of ils sacondstag:
models increzses up to J000x.

CCS CONCEPTS

« Informatien systems — Data structures; » Security and
privacy — Cryplanalysis and other attacks; « Computing

methodologies —+ Machine learning approaches.

KEYWORDS
Learned Systems, Data Poisoning, Attacks, [adexing

1 INTRODUCTION

Databas: systemas rely on index structures 1o actess stored data
effizienty. It s known to the datadase community tha! the motto
“on: sizefits all” doss not apply to traditonal indexing schemes [24)
since each index provides differeat perfformance guarantees that
degend on the access pittern, the natuse of the worklead, and the
underlying hardanre Fven after choosing an appropriate inder
strecture for a specific applicaticn, it is usually the case that a
database adm nistrator bas (o manually fine-wne the parameiers of
the system, either throuzh experience or with help from tools, Ths
work by Kraska, Beutel Chi, Deas, and Polyzotis [30] challenged
the state of affairs by re-framing index stractures as a machine
leaning protlem whers the index directs a query to a memory
locationia) bascd on a trained mocel tailored on the data at sand.

Roberto Tamassia
Brown University, USA

roberto@tamassis.net

Learned Index Structures, The core idea of o learned indes stru
ture (LIS) is to model a data structure asa predicticn tast, ie., get an
ingut key and predict its location in a sorted sequence of key-record
pairs. This approach allows the use of (1) continvous functions to
encode the data, ind (i) learning algerithms to approximate the
functior. The specific LIS approach proposed by Krasha ef ol [3(]
is %0 build the cumulative distribution junction (CDF) for the keys.
Given akey, £, the COF returns the probabdity taat akey chosen
according to this distributica takes value less than or equal to k.
Sirce the abeve probability is built from the set of keys at hand,
it w expreceed ac the ratio of the number of keye lose than F
the total number of keys. Given this insight, one can use the CDF
w (i) cunpule the number of keys less than the (yuaicd) key 4,
and (ii) infer the key’s memory location assuming the keys were
sosted during the initialization. Therefore, 2 simple lizear regres-
sicn on the CDF gives n approximate locat.on of the querizd key.
Inceed & linear regression on the CDF is one of the building blocks
thet has beer shown towork wel [30] and can be combined with
hierarchical models, alse called recursive medel index 'RMI struz-
tures, so as te balince the final model for latency, memory usage,
and coreputational cos.. The hierarchy can be seen as building a
micture of “experts” [37] rezponsible for subsets of the data. The
notion of a LIS has spurred a surge of works that blend idess from
machine leaming, data structures, and systems (~.g., [5, 7, 10, 12-
14, 17-21, 23,24, 29, 31,33, 36, 41,43, 43, 47-49, 12, 533, 50, 35, 39).
First Vulnenbility Assessment of Learned Index. As promising
as it may sound to comdine ideas from machine lzaming ard data
stractures, no analysis has been performed to understand patential
vulnerabilities of the LIS paradign. Intuitively, the advantaze ofa
LIS is that the model adapts io the data at hand, However this offi-
ciency might be problematic if the adversary is capable of in ecting
maliciovsly crafted data before the traumng of the model, 1e., at the
iniialization stage of the index structure, 50 as to cause inaccurate
predictions of the locaton of legitimate data.

The technique of date poironing has been known tobe as effe:-
tive attack vector for over a decade, e.g, see the refereaces in [2¢],
In the context of static index structures, we focus on the case whee
the datastored in the index ccmes [rom multisle scurces as different
entities directly or indirectly contribute daia, e£., by generating
data with their actions or hehavior. A malicisus astor can tailor its
coxtributed data te deteriorate the index pesformance. Indexd, the
real-world datascts used in the original LIS work [20] com: from
multiple contributers and, thus, are susceptible to poisoning sttacks.
Other examples of indexed cata generated bty multiple sousces in-
clude data from persomlized medicine, where patients voluntarily
coatribute their own data, as well as cy>ersecurity analytics whese
any user can submit it own indicators of cempremise Our threat
medel, riuch like dl poisoning works [3, 4, 25, 60, 51], assumes that

o New Poisoning Attacks on Cumulative
Distribution Functions (CDF)

O Apply Attacks on Hierarchical Learned
Indexes

O Test Attack on the Same Datasets +
Measure Error due to Poisoning
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cunulative distribution function (CDF) and, thus, every injection on
the training set has a cascading imoact on multiple data values. W
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1 INTRODUCTION

Databas: systems rely on index structures 10 actess stored data
effizienty. It is known to the datadase community tha! the motto

Learned Index Structures, The core idea of a learned dndes stru-
ture (L15) is to model a data structure asa prediction tast, i.e., get an
ingut key and predict its location in a sorted sequence of keyrecord
pairs. This approach allows the use of () continvous functions to
encode the data, ind (i) learning algerithms to approximate the
functior. The specific LIS approach proposed by Krasha ef oL [3()
is %o buid the cumulative distribution junction (CDF) for the keys.
Gaven akey, €, the CDF returns the probabdity taat akey chosen
according to this distribution takes value less than or equal to k.
Sirce the abeve probability is built from the set of keys al hand,
it & expreceed acthe matio of the number of ke lose than F
the tota! number of keys. Given this insight, one can use the CDF
W (i) cunpule the number of keys less than the (uaicd) key £,
and (ii) infer the key’s memory lecation assuming the keys were
sorted during the initialization. Therefore, 2 simple lisear segres-
sion on the CDF gives in approximate locaton of the querizd key.
Inceed & linear regression on the CDF is one of the building blocks
thet haabeer shown towork wel [30] and can be combined with
hierarchical modek, alse called recursive medel index RMI struz-
tures, so as te bakince the final model for latency, memory usage,
and computational cos.. The hierarchy canbe seen as building a
micture of “experts” [37] responsible for subsets of the data. The
notion of a LIS has spurred a surge of works that blend idess from
machine leaming, data structures, and systems (».g., [5, 7, 10, 12-
14,17-21, 23,24, 29, 31,33, 30, 41,43, 43, 47-49, 12, 33, 56, 38, 39).
First Vulnenbility Assessment of Learned Index. As promising
as it may sound to comdine ideas from machine lraming ard data
stractures, ne analysis has been perforrsed to understand patential
vulnerabilities of the LIS paradign. Intuitively, the advantaze ofa
LIS is that the model adapts (o the data at hand, However this offi
ciency might be problematic if the adversary is capable of in ecting
maliciovsly crafted data betose the trammng of the model, Le, at the
iniialization stage of the index structure, 50 as to cause inaccurake
predictions of the locaton of legitimate data.

The technique of date poitoning has been known tobe as effe:-
tive attack vector for over a decade, e.g, see the refereaces in [2¢].
In the context of static index structures, we focus on the case where
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REGRESSION IN THE CONTEXT OF LIS
WHAT’S THE DIFFERENCE?
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OVERVIEW

CONTRIBUTIONS

O Give a linear poisoning attack for a single point

O Greedy poisoning attack for multiple points

O Poisoning percentage < 15%

O Evaluation Metrics:

Ratio Loss = Poisoned_MSE/MSE

Memory Offset = Predict. Location - Real Location
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ATTACK ON HIERARCHICAL MODELS
TWO-STAGE ARCHITECTURE

ADVERSARIAL APPROACH

O Focus on second-level poisoning (regression)

O Attacker controls
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ATTACK ON HIERARCHICAL MODELS
EVALUATION
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from all previous works since the model under attack is trained on a
curulative distribution function (CDF) and, thus, every mjection on
the training set has a cascading imoact on multiple data values. W
formulate the first poisening attacks oa lincar regresdon models
trained en a CDF, which is a basic building block of the proposed
learned index structures. We generalize our poascning techaiques
to attack the advanced two-stage design of learmed index strue-
tures called recursive model iadex (RMI\, which his been sheown to

ontperferm traditional B-Treee We svaluats onr attacks under 4
variety of pamameterizations of the model and show that the erroe
ol te RMI increases up o 390 and the e of its sacondstage
models increzses up to J000x.

CCS CONCEPTS

« Informatien systems — Data structures; » Security and
privacy — Cryplanalysis and other atlacks; « Computing
methodologies — Machine learning approaches.

KEYWORDS
Learned Systems, Data Poisoning, Attacks, [adexing

1 INTRODUCTION

Databas: systemas rely on index structures 1o actess stored data
effizienty. It s known to the datadase community tha! the motto
“on: sizefits all” doss not apply to traditonal indexing schemes [24)
since each index provides differeat perfformance guarantees that
degend on the access pittern, the natuse of the worklead, and the
underlying hardanre Fven after choosing an appropriate inder
strecture for a specific applicaticn, it is usually the case that a
database adm nistrator bas (o manually fine-wne the parameiers of
the system, either throuzh experience or with help from tools, Ths
work by Kraska, Beutel Chi, Deas, and Polyzotis [30] challenged
the state of affairs by re-framing index stractures as a machine
leaning protlem whers the index directs a query to a memory
locationia) bascd on a trained mo<el tallored on the data at sand.
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Brown University, USA
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Learned Index Structures, The core idea of a learned indes stru-
ture (LIS) is to model a data structure asa predicticn tast, ie., get an
ingut key and predict its location in a sorted sequence of key-record
pairs. This approach allows the use of (1) continuous functions to
encode the data, ind (i) learning algerithms to approximate the
functior. The specific LIS approach proposed by Krasha ef 4L [3(]
is %0 build the cumulative distribution junction (CDF) for the keys.
Gaven akey, &, the CDF returns the probabdity taat akey chosen
according to this distribution takes value less than or equal to k.
Sirce the abeve probability is built from the set of keys at hand,
it w expreceed ac the ratio of the number of keye lose than F
the total number of keys. Given this insight, one can use the CDF
w (i) cunpule the number of keys less than the (yuaicd) key 4,
and (ii) infer the key’s memory lecation assuming the keys were
sorted during the initialization. Therefore, 2 simple lizear egres-
sion on the CDF gives én approximate locaton o the querizd key.
Inceed ¢ linear regression on the CDF is one of the building blocks
thet has beer shown towork wel [20] and can be combined with
hierarchical models, alse called recursive medel index 'RMI struz-
tures, so as te bakince the final model lor latency, memory usage,
and computational cos.. The hierarchy canbe seen as building a
micture of “experts” [37] rezponsible for subsets of the data. The
notion of a LIS has spurred a surge of works that blend idess from
machine leaming, data structures, and systems (~.g., [5, 7, 10, 12-
14, 17-21, 23,24, 29, 31,33, 36, 41,43, 43, 47-49, 12, 33, 506, 35, 39).
First Vulnenbility Assessment of Learned Index. As promising
as it may sound to comdine ideas from machine lzaming ard data
stractures, no analysis has been performed to understand patential
vulnerabilities of the LIS paradign. Intuitively, the advantaze ofa
LIS is that the model adapts io the data at hand, However this offi-
ciency might be problematic if the adversary is capable of in ecting
maliciovsly crafted data before the traumng of the model, 1e., at the
iniialization stage of the index structure, 50 as to cause inaccurate
predictions of the locaton of legitimate data.

The technique of date poitoning has been known tobe as effe:-
tive attack vector for over a decade, e.g, see the refereaces in [2€¢],
In the context of static index structures, we focus on the case whee
the datastored in the index ccmes [rom multisle scurces as different
entities directly or indirectly contribute data, e.g., by generating
data with their actions or hehavior. A malicisus astor can tailor its
coxtributed data te deteriorate the index pesformance. Indexd, the
real-world datascts used in the original LIS work [20] com: from
multiple contributers and, thus, are susceptible to poisoning sttacks.
Other examples of indexed cata generated ty multiple sousces in-
clude data from persomlized medicine, where patients voluntarily
coatribute their own data, as well as cy>ersecurity analytics whese
any user can submit its own indicators of cempromise Our threat
medel, ruch like dl poisoning works [3, 4, 28, 60, 51, assumes that

O First vulnerability assessment for Learned Indexes

Introduced the ”security mindset” to discover

blindspots on learned systems

o Constructive dialog between Database and Security

communities
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